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Arthur Samuel coined 
the term machine 
learning (1959)

Field of study that gives 
computers the ability to 
learn without being 
explicitly programmed 

The Samuel Checkers-
playing Program



Machine 
Learning 

in Theory

Machine Learning

Computer 
Science

Statistics

Cognitive 
Science & 

Psychology

Adaptive
Control 
Theory

Neuroscience

Evolutionary 
Biology

Economics



Machine 
Learning 

in Practice

https://xkcd.com/1838/



The well-posed learning problem

A computer program is said to learn
from experience E w.r.t. some task T 
and some performance measure P, if 
its performance on T, as measured by P, 
improves with experience E. 

-- Tom Mitchell (1997) 



Racist Robots in the News
Nikon S630









Science, Oct 2017 NIPS, Dec 2016







Bias in computer systems
(Friedman & Nissenbaum, 1996)

Identified three sources of bias
1. Preexisting bias from social institutions, practices, and attitudes

2. Technical bias from technical constraints or considerations. 

3. Emergent bias from context of use

“We conclude by suggesting that freedom from bias should be 
counted among the select set of criteria—including reliability, 
accuracy, and efficiency—according to which the quality of 
systems in use in society should be judged.”



Lots of activity recently
Autonomous Systems” by 
David Danks and Alex John London 
(IJCAI 2017)

http://bit.ly/2zrdbnX

UC Berkeley Course on Fairness in Machine Learning
https://fairmlclass.github.io

Fairness, accountability, and transparency
FatML Conferences: https://www.fatml.org



How do computer scientists define fairness?

Probabilistically

Lots of parity (i.e., “fairness”) definitions

Decisions should be in some sense probabilistically independent of 
sensitive features values (such as gender, race)

There are many possible senses



Confusion matrix
Accuracy: How often is the classifier 
correct? (TP+TN)/total 

Misclassification (a.k.a. Error) Rate: How 
often is it wrong? (FP+FN)/total 

True Positive Rate (TPR, a.k.a. 
Sensitivity or Recall): When it's actually 
yes, how often does it predict yes? 
TP/actual yes 

False Positive Rate (FPR) : When it's 
actually no, how often does it predict 
yes? FP/actual no

Specificity (1 – FPR) : When it's actually 
no, how often does it predict no? 
TN/actual no 

Precision (a.k.a. Positive Predictive 
Value): When it predicts yes, how often is 
it correct? TP/predicted yes 

Negative Predictive Value: When it 
predicts no, how often is it correct? 
TN/predicted no

Prevalence: How often does the yes 
condition actually occur in our sample? 
actual yes/total

Predicted: NO Predicted: YES
Actual: NO TN FP
Actual: YES FN TP
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Impossibility results 
Kleinberg, Mullainathan, Raghavan (2016)

Chouldechova (2016) 

You can’t have your cake and eat it too



Some definitions
X contains features of an individual (e.g., medical records)

X incorporates all sorts of measurement biases

A is a sensitive attribute (e.g., race, gender, ...)

A is often unknown, ill-defined, misreported, or inferred

Y is the true outcome (a.k.a. the ground truth; e.g., whether patient has 
cancer)

C is the machine learning algorithm that uses X and A to predict the value 
of Y (e.g., predict whether the patient has cancer)

https://fairmlclass.github.io



Some simplifying assumptions

The sensitive attribute A divides the population into two groups 
a (e.g., whites) and b (e.g., non-whites)

The machine learning algorithm C outputs 0 (e.g., predicts not 
cancer) or 1 (e.g., predicts cancer)

The true outcome Y is 0 (e.g., not cancer) or 1 (e.g., cancer)



Impossibility results

Kleinberg, Mullainathan, Raghavan (2016), Chouldechova (2016) 
Assume differing base rates – i.e., Pra (Y=1) ≠ Prb (Y=1) – and an 
imperfect machine learning algorithm (C ≠ Y), then you can not 
simultaneously achieve

a) Precision parity: Pra (Y=1 C=1) = Prb (Y=1 C=1).
b) True positive parity: Pra(C=1 Y=1) = Prb (C=1 Y=1) 
c) False positive parity: Pra(C=1 Y=0) = Prb (C=1 Y=0}
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“Equalized odds” -- Hardt, Price, Srebro (2016)



Impossibility results
“Suppose we want to determine the risk that a person is a carrier for a disease Y, 
and suppose that a higher fraction of women than men are carriers. Then our 
results imply that in any test designed to estimate the probability that someone is 
a carrier of Y, at least one of the following undesirable properties must hold: (a) the 
test’s probability estimates are systematically skewed upward or downward for at 
least one gender; or (b) the test assigns a higher average risk estimate to healthy 
people (non-carriers) in one gender than the other; or (c) the test assigns a higher 
average risk estimate to carriers of the disease in one gender than the other. The 
point is that this trade-off among (a), (b), and (c) is not a fact about medicine; it is 
simply a fact about risk estimates when the base rates differ between two groups.” 
-- Kleinberg, Mullainathan, Raghavan (2016)
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ProPublica and NorthPointe
ProPublica's main charge was that black defendants experienced 
higher false positive rate
Northpointe's main defense was that their risk assessment 
scores satisfy precision parity: Pra (Y=1 C=1) = Prb (Y=1 C=1)
Due to the impossibility results, Northpointe’s algorithm cannot 
satisfy “equalized odds” 

Disproportionately high false positive rate for blacks
Disproportionately high false negative rate for whites

https://fairmlclass.github.io



Group vs. individual fairness 
Fairness through awareness by Dwork, Hardt, Pitassi, 
Reingold, Zemel (2012)

“People who are similar w.r.t. a specific (classification) task 
should be treated similarity.”

Does not get around the impossibility results

Assuming you have equal base rates, treating everyone equally 
is a good move 



Solutions considered from the machine 
learning side so far (1/2)

Preprocessing or “massaging” the data to make it less biased 
Learning fair representations: encode data while obfuscating sensitive 
attributes
Penalize the algorithm to encourage it to learn fairly

During training (e.g., through regularization or constraints) or as a post-
processing step

Allow the sensitive attributes to be used during training, but do not make 
them available to the model during inference time



Solutions considered from the machine 
learning side so far (2/2)

Causal modeling
“Everything else being equal” cases
Findings depend strongly on model 
and assumptions

Excellent tutorial at NIPS 2017 by 
Solon Barocas and Moritz Hardt

Slides: http://mrtz.org/nips17/
Video: https://vimeo.com/248490141



Solutions considered from the policy side
Regulations

The EU has General Data Protections Regulation (GDPR) data 
laws going into effect on May 25, 2018

These laws grant users a “right to explanation” of any 
automated decision-making as applied to them

Wikipedia entry: http://bit.ly/1lmrNJz



Just machine learning in an unjust world?

Racist/sexist humans – e.g., biased judges

Stupid algorithms are already in use – e.g., three-strikes 
laws, mandatory minimum sentencing

They don’t take enough empirical data into account 

Machine learning can help here

Personalization, context-awareness, …



Where do we go from here?

“Computers may be intelligent, but they are not wise.
Everything they know, we taught them, and we taught
them our biases. They are not going to un-learn them
without transparency and corrective action by humans.”
-- Ellora Thadaney Israni

https://www.nytimes.com/2017/10/26/opinion/algorithm-compas-sentencing-bias.html



An interdisciplinary call for action
You can’t have all the different kinds of fairness that you might 
want

Recall the impossibility results
We need to work together across disciplines to reach 
agreement in terms of which kinds of “fairness” we want to 
optimize

Fairness based on explanation?
Fairness based on placement?
Fairness based on complex networks?



The Just Machine Learning Project
How should we represent implicit vs. explicit bias?

Is explicit bias represented as rules?
Is implicit bias a set of examples from which to draw conclusions?
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Is explicit bias represented as rules?
Is implicit bias a set of examples from which to draw conclusions?

How should we capture intent in machine learning?
Our anti-discrimination laws incentivize the framing of cases in terms 
of intent

Are data-driven approaches ideal in all cases?
Data are the results of cases meeting the laws/guidelines and subject 
matter experts



The Just Machine Learning Project
What should the objective function be?

Sometimes there are multiple objective functions that are at odds with 
each other – e.g., child protective services

Do we care about harm or do we care about benefit?

Do we care about treatment or do we care about impact?

Can we create a decision procedure that helps formulate objective 
functions?



The Just Machine Learning Project
Learning to place

Given a sequence of ordered cases, where should we place a new 
case?

Peter

worse better
Bob

Ed
Jim

Bill

Jack
Mark

?



Thank you!
Slides

http://eliassi.org/tina_justML_usf18.pdf

Contact info

tina@eliassi.org

@tinaeliassi


