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* Arthur Samuel coined
the term machine
learning (1959)

 Field of study that gives
computers the ability to
learn without being
explicitly programmed

» The Samuel Checkers-
playing Program
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Machine
Learning

INn Practice

THIS 1S YOUR MACHINE LEARNING SYSTERM?

YUP! YOU POUR THE DATA INTO THIS BIG
PILE OF LINEAR ALGEBRA, THEN COLLECT
THE ANSLERS ON THE OTHER SIDE.

WHAT IF THE ANSWERS ARE WRONG? )

JUST STIR THE PILE DNTIL
THEY START LOOKING RIGHT

https://xkcd.com/1838/




The well-posed learning problem

* A computer program is said to learn
from experience E w.r.t. some task T
and some performance measure P, if
its performance on T, as measured by P,
Improves with experience E.

-- Tom Mitchell (1997)




Nikon S630

Did someone blink?

Racist Robots in the News

FACEPTION 'CAN MATCH AN INDIVIDUAL WITH VARIOUS PERSONALITY TRAITS AND TYPES WITH A HIGH
LEVEL OF ACCURACY"

e e e ‘Gaydar’' Shows How
New Israeli facial imaging

claims to identify terrorists Creepy Algorithms Can
and pedophiles Get

I
Tel Aviv start-up Faception says its face 'classifiers’ can spot criminals Imagine what an oppressive government could do with it. Google Photos Mistakenly Labels Black People ‘Gorillas’
and even great poker players in a split second, but the experts are not GO OGRS WL SBisIoERM i
convinced e St ndons
- o Google continued to apologize Wednesday for a flaw in Google
By SUE SURKES o o e 3K v Photos, which was released to great fanfare in May, that led the new
4 May 2016, 10:52 pm 9 —— —_— application to mistakenly label photos of black people as “gorillas.”
N The company said it had fixed the problem and was working to
W Tweet figure out exactly how it happened.
F— “We're appalled and genuinely sorry that this happened,” said a
Google representative in an emailed statement. “We are taking
& immediate action to prevent this type of result from appearing.”

From self-driving cars to photos, Google, like every technology
company, is constantly releasing cutting-edge technologies with the
understanding that problems will arise and that it will have to fix
them as it goes. The idea is that you never know what problems
might arise until you get the technologies in the hands of real-world
users.

In the case of the Google Photos app — which uses a combination of
advanced computer vision and machine learning techniques to help
Witzh oll. Photographe s ) users collect, search and categorize photos — errors are easy to
spot. When the app was unveiled at the company’s annual

7 R Artificial intellizence keans gatting creenie . cevelal nbudi resamralsi developer show, executives went through carefully staged
A Tel-Aviv based start-up company says it has developed a program to ,\r'llil.{.l.l] intelligence keeps getting creepier. ].n one controversial study, researchers at pel ; : B ? y stag )
i 3 < . i ] Stanford University have demonstrated that facial recognition technology can identify demonstrations to show how it can recognize landmarks like the
identify personality types such as terrorists, pedophiles, white collar b B = ¢ ’ ; 7 i 2 ) : X
frend d t nok 1 § facial fosis that bikes st gay people with surprising precision, although many caveats apply. Imagine how that Eiffel Tower and give users the ability to search their photos for
olfenders and even great poker players [rom [acial analysis that takes Jusl - . . 5
srealp play ¥ ! could be used in the many countries where homosexuality is a criminal offense. people, places or things — even things as specific as a particular dog

a fraction of a second. breed.
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'A white mask worked better': why

algorithms are not colour blind
By Ian Tucker

When Joy Buolamwini found that a robot recognised her face better
when she wore a white mask, she knew a problem needed fixing

A Joy Buolamwini gives her TED talk on the bias of algorithms Photograph: TED

Joy Buolamwini is a graduate researcher at the MIT Media Lab and founder of the
Algorithmic Justice League - an organisation that aims to challenge the biases in
decision-making software. She grew up in Mississippi, gained a Rhodes
scholarship, and she is also a Fulbright fellow, an Astronaut scholar and a Google
Anita Borg scholar. Earlier this year she won a $50,000 scholarship funded by the
makers of the film Hidden Figures for her work fighting coded discrimination.



July 12, 2016

GOOGLE'S SPEECH RECOGNITION HAS A GENDER BIAS

G O O g | e S Posted by Rachael Tatman in Uncategorized and tagged with computational linguistics, gender,

ics, i . 8p g . speech signal, sp ay

In my last post, | looked at how Google's automatic speech recognition worked
with different dialects. To get this data, | hand-checked annotations more than 1500

words from fifty different accent tag videos .

R . - Now, because I'm a sociolinguist and | know that it's important to stratify your samples, |

e C O g n I I O n made sure | had an equal number of male and fermale speakers for each dialect. And
when | compared performance on male and female talkers, | found something deeply

disturbing: YouTube's auto captions consistently performed better on male voices than

| | a S a ( e n d e r fernale voice (t(47) = -2.7, p < 0.01.) . (You can see my data and analysis here.)

IER

.

Proportion of Correc_lhr Recognized Words

Women en

On average, for each female speaker less than half (4

) her words were captioned comectly. The average

v, was captioned correctly 0% of the time,

male spaaker, on the other

It's not that there's a consistent but small effect size, either, 13% is a pretty big effect.
The Cohen's d was 0.7 which means, in non-math-speak, that if you pick a random
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TECHNOLOGY

Ta yT\N ee t S: Microsoft Created a Twitter Bot to Learn
: , From Users. It Quickly Became a Racist Jerk.
Microsoft’s

By DANIEL VICTOR MARCH 24, 2016

Twitter Bot

TWEETS FOLLOWERS
96.1K 48.4K
Tweets Tweets & replies
ﬂ TayTweets &
@TayandYou £} Pinned Tweet

Tay's Twitter account. The bot was developed by Microsoft's technology and research and Bing teams.
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Science, Oct 2017

COGNITIVE SCIENCE

Semantics derived automatically
from language corpora contain

human-like biases

Aylin Caliskan,™ Joanna J. Bryson,"** Arvind Narayanan'*

Machine learning is a means to derive artificial intelligence by discovering patterns in
existing data. Here, we show that applying machine learning to ordinary human language
results in human-like semantic biases. We replicated a spectrum of known biases, as
measured by the Implicit Association Test, using a widely used, purely statistical
machine-learning model trained on a standard corpus of text from the World Wide Web.
Our results indicate that text corpora contain recoverable and accurate imprints of our
historic biases, whether morally neutral as toward insects or flowers, problematic as
toward race or gender, or even simply veridical, reflecting the status quo distribution of
gender with respect to careers or first names. Our methods hold promise for identifying
and addressing sources of bias in culture, including technology.

e show that standard machine learning
can acquire stereotyped biases from tex-
tual data that reflect everyday human cul-
ture. The general idea that text corpora
capture semantics, including cultural
stereotypes and empirical associations, has long
been known in corpus linguistics (1, 2), but our
findings add to this knowledge in three ways.
First, we used word embeddings (3), a powerful
tool to extract associations captured in text cor-
pora; this method substantially amplifies the sig-
nal found in raw statistics. Second, our replication
of documented human biases may yield tools and
insights for studying prejudicial attitudes and
behavior in humans. Third, since we performed
our experiments on off-the-shelf machine leamn-

ine roomnnnante i madhe tha Clahal Vastore foare

response times when subjects are asked to pair
two coneepts they find similar, in contrast to two
concepts they find different. We developed our
first method, the Word-Embedding Association
Test (WEAT), a statistical test analogous to the
IAT, and applied it to a widely used semantic rep-
resentation of words in AL termed word embeddings
Word embeddings represent each word as a vector
in a vector space of about 300 dimensions, based
on the textual context in which the word is found.
We used the distance between a pair of vectors
(more precisely, their cosine similarity score, a
measure of comelation) as analogous to reaction
time in the IAT. The WEAT compares these vec-
tors for the same set of words used by the IAT. We
describe the WEAT in more detail below.

Maet slncals ralatad tn thic nanar ie snearrant

the reaction latencies of four pairings (flowers +
pl insects + unpl flowers + unph
and insects + pl 1 G Ud et al. ed
effect size in terms of Cohen's d, which is the
difference between two means of log-transformed
latencies in milliseconds, divided by the standard
leviation. Cor jonal small, medi and large
values of d are 0.2, 0.5, and 0.8, respectively. With
32 participants, the IAT comparing flowers and
insects resulted in an effect size of 135 (P < 107",
Applying our method, we observed the same
expected association with an effect size of 1.50
(P <107, Similarly, we replicated Greenwald ef al's
finding (5) that musical instruments are signifi-
cantly more pleasant than weapons (see Table 1)

Notice that the word embeddings “know” these
properties of flowers, insects, musical instruments,
and weapons with no direct experience of the
world and no representation of semantics other
than the implicit metrics of words' co-occurrence
statistics with other nearby words.

‘We then used the same technique to demon-
strate that machine leamning absorbs stereotyped
biases as easily as any other. Greenwald et al. (5)
found extreme effects of race as indicated simply
by name. A bundle of names assodated with being
European American was found to be significantly
more easily associated with pleasant than unpleas-
ant terms, compared with a bundle of African-
American names.

In replicating this result, we were forced to
slightly alter the stimuli because some of the
original African-American names did not occur
in the corpus with sufficient frequency to be in-
cluded. We therefore also deleted the same number
of European-American names, chosen at random,
to balance the number of elements in the sets of
two concepts. Omissions and deletions are indi-
cated in our list of keywords (see the supplemen-
tary materials).

In another widely publicized study, Bertrand
and Mullainathan (7) sent nearly 5000 identical
résumés in response to 1300 job advertisements,

wvarine anle the namae of tha candidatoe Thea

NIPS, Dec 2016

Man is to Computer Programmer as Woman is to

Homemaker? Debiasing Word Embeddings

Tolga Bolukbasi', Kai-Wei Chang”, James Zou’, Venkatesh Saligrama'~, Adam Kalai’

"Boston University, 8 Saint Mary’s Sireet, Boston, MA
*Microsoft Research New England, 1 Memorial Drive, Cambridge, MA

tolgab@ bu.edu, kw @ kwchang.net, jamesyzou @ gmail.com, srv@bu.edu, adam.kalai@ microsoft.com

Abstract

The blind application of machine learning runs the risk of amplifying biases present
in data. Such a danger is facing us with word embedding, a popular framework to
represent text data as vectors which has been used in many machine learning and
natural language processing tasks. We show that even word embeddings trained on
Google News articles exhibit female/male gender stereotypes to a disturbing extent.
This raises concerns because their widespread use, as we describe, often tends to
amplify these biases. Geometrically, gender bias is first shown to be captured by
a direction in the word embedding. Second, gender neutral words are shown to
be linearly separable from gender definition words in the word embedding. Using
these properties, we provide a methodology for modifying an embedding to remove
gender stereotypes, such as the association between the words receptionist and
Sfemale, while maintaining desired associations such as between the words queen
and female. Using crowd-worker evaluation as well as standard benchmarks, we
empirically demonstrate that our algorithms significantly reduce gender bias in
embeddings while preserving the its useful properties such as the ability to cluster
related concepts and to solve analogy tasks. The resulting embeddings can be used
in applications without amplifying gender bias.
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Machine Bias

There's software used across the country to predict future criminals. And it's biased
gainst blacks

N A SPRING AFTERNOON IN 2014, Brisha Borden was running
i hool v e spotted an
scooter.

d tried to ride

Prediction Fails Differently for Black Defendants

WHITE AFRICAN AMERICAN

Labeled Higher Risk, But Didn't Re-Offend
Labeled Lower Risk, Yet Did Re-Offend

Overall, Northpointe's assessment tool correctly predicts recidivism 61 percent of the time. But blacks are almost twice as
likely as whites to be labeled a higher risk but not actually re-offend. It makes the opposite mistake among whites: They are
much more likely than blacks to be labeled lower risk but go on to commit other crimes.




€he New Pork Eimes Magazine

"2
Can an Algorithm Tell When Kids Are in Danger?

Child protective agencies are haunted when they fail to save kids. Pittsburgh
officials believe a new data analysis program is helping them make better
judgment calls.

By DAN HURLEY JAN. 2, 2018




Bias in computer systems
(Friedman & Nissenbaum, 1996)

 |dentified three sources of bias

1. Preexisting bias from social institutions, practices, and attitudes

2. Technical bias from technical constraints or considerations.

3. Emergent bias from context of use

» “We conclude by suggesting that freedom from bias should be
counted among the select set of criteria—including reliability,
accuracy, and efficiency —according to which the quality of
systems in use in society should be judged.”

https://dl.acm.org/citation.cfm?id=230561



BRIEF HISTORY OF FAIRNESS IN ML

Lots of activity recently on. case
% LOL FARNESS!)
« Autonomous Systems” by e 8 0§ I
David Danks and Alex John London 00 20m 1003 10W 2005 200 2017
(lJCAl 201 7) Figure from https://fairmlclass.github.io

o http://bit.ly/2zrdbnX
« UC Berkeley Course on Fairness in Machine Learning
* https://fairmliclass.github.io

 Fairness, accountability, and transparency

« FatML Conferences: https://www.fatml.org



How do computer scientists define fairness?

 Probabilistically

* Lots of parity (i.e., “fairness”) definitions

» Decisions should be in some sense probabilistically independent of
sensitive features values (such as gender, race)

* There are many possible senses
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Confusion matrix
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condition actually occur in our sample?
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Impossibility results ®

* Kleinberg, Mullainathan, Raghavan (2016)

» Chouldechova (2016)

* You can’t have your cake and eat it too



Some definitions

« X contains features of an individual (e.g., medical records)
« Xincorporates all sorts of measurement biases

* A is a sensitive attribute (e.g., race, gender, ...)
« A is often unknown, ill-defined, misreported, or inferred

Y is the true outcome (a.k.a. the ground truth; e.g., whether patient has
cancer)

* C is the machine learning algorithm that uses X and A to predict the value
of Y (e.qg., predict whether the patient has cancer)

https://fairmiclass.github.io



Some simplifying assumptions
* The sensitive attribute A divides the population into two groups
a (e.g., whites) and b (e.g., non-whites)

* The machine learning algorithm C outputs O (e.g., predicts not
cancer) or 1 (e.g., predicts cancer)

* The true outcome Y is O (e.g., not cancer) or 1 (e.g., cancer)



Impossibility results

* Kleinberg, Mullainathan, Raghavan (2016), Chouldechova (2016)

» Assume differing base rates —-i.e., Pr_ (Y=1) # Pr, (Y=1) —and an
imperfect machine learning algorithm (C # Y), then you can not
simultaneously achieve

a) Precision parity: Pr,(Y=1|C=1) = Pr, (Y=11C=1).
b) True positive parity: Pr (C=11Y=1) = Pr, (C=1]Y=1)
c) False positive parity: Pr (C=11Y=0) = Pr, (C=11Y=0}



Impossibility results

* Kleinberg, Mullainathan, Raghavan (2016), Chouldechova (2016)

» Assume differing base rates —-i.e., Pr_ (Y=1) # Pr, (Y=1) —and an
imperfect machine learning algorithm (C # Y), then you can not
simultaneously achieve

a) Precision parity: Pr,(Y=1|C=1) = Pr, (Y=1|C=1)

gE—

b) True positive parity: Pr (C=1|Y=1) = Pr, (C=1|Y=1)
c) False positive parity: Pr,(C=11Y=0) = Pr, (C=11Y=0)

—

“Equalized odds” -- Hardt, Price, Srebro (2016)



Impossibility results

“Suppose we want to determine the risk that a person is a carrier for a disease Y,
and suppose that a higher fraction of women than men are carriers. Then our
results imply that in any test designed to estimate the probability that someone is
a carrier of Y, at least one of the following undesirable properties must hold: (a) the

test’s probability estimates are systematically skewed upward or downward for at
least one gender; or (b) the test assigns a higher average risk estimate to healthy
people (non-carriers) in one gender than the other; or (c) the test assigns a higher
average risk estimate to carriers of the disease in one gender than the other. The
point is that this trade-off among (a), (b), and (c) is not a fact about medicine; it is
simply a fact about risk estimates when the base rates differ between two groups.”
-- Kleinberg, Mullainathan, Raghavan (2016)
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ProPublica and NorthPointe

* ProPublica's main charge was that black defendants experienced
higher false positive rate

* Northpointe's main defense was that their risk assessment
scores satisfy precision parity: Pr, (Y=1|C=1) = Pr, (Y=1|C=1)

* Due to the impossibility results, Northpointe’s algorithm cannot
satisfy “equalized odds”

 Disproportionately high false positive rate for blacks

 Disproportionately high false negative rate for whites

https://fairmiclass.github.io



Group vs. individual fairness

 Fairness through awareness by Dwork, Hardt, Pitassi,
Reingold, Zemel (2012)

» “People who are similar w.r.t. a specific (classification) task
should be treated similarity.”

* Does not get around the impossibility results

» Assuming you have equal base rates, treating everyone equally
IS a good move



Solutions considered from the machine
learning side so far (1/2)

* Preprocessing or “massaging” the data to make it less biased

» Learning fair representations: encode data while obfuscating sensitive
attributes

* Penalize the algorithm to encourage it to learn fairly

 During training (e.g., through regularization or constraints) or as a post-
processing step

» Allow the sensitive attributes to be used during training, but do not make
them available to the model during inference time



Solutions considered from the machine

learning side so far (2/2)

« Causal modeling
- “Everything else being equal” cases

* Findings depend strongly on model
and assumptions

 Excellent tutorial at NIPS 2017 by
Solon Barocas and Moritz Hardt

« Slides: http://mrtz.org/nips17/
* Video: https://vimeo.com/248490141

Directed graphical model with extra structure

Structural equation: V < fy (U, W, Ny)

http://mrtz.org/nips17/#/84




Solutions considered from the policy side

» Regulations

* The EU has General Data Protections Regulation (GDPR) data
laws going into effect on May 25, 2018

* These laws grant users a “right to explanation” of any
automated decision-making as applied to them

» Wikipedia entry: http://bit.ly/1ImrNJz



Just machine learning in an unjust world?

» Racist/sexist humans — e.g., biased judges

 Stupid algorithms are already in use — e.g., three-strikes
laws, mandatory minimum sentencing

* They don’t take enough empirical data into account
* Machine learning can help here

* Personalization, context-awareness, ...



Where do we go from here?

“Computers may be intelligent, but they are not wise.
Everything they know, we taught them, and we taught
them our biases. They are not going to un-learn them
without transparency and corrective action by humans.”
-- Ellora Thadaney Israni

https://www.nytimes.com/2017/10/26/opinion/algorithm-compas-sentencing-bias.html



An interdisciplinary call for action

* You can’t have all the different kinds of fairness that you might
want

* Recall the impossibility results

* We need to work together across disciplines to reach
agreement in terms of which kinds of “fairness” we want to
optimize

 Fairness based on explanation?
 Fairness based on placement?

 Fairness based on complex networks?



The Just Machine Learning Project

« How should we represent implicit vs. explicit bias?
* |s explicit bias represented as rules?
* |s implicit bias a set of examples from which to draw conclusions?



The Just Machine Learning Project

« How should we represent implicit vs. explicit bias?

* |s explicit bias represented as rules?

* |s implicit bias a set of examples from which to draw conclusions?
« How should we capture intent in machine learning?

« Our anti-discrimination laws incentivize the framing of cases in terms
of intent



The Just Machine Learning Project

« How should we represent implicit vs. explicit bias?

* |s explicit bias represented as rules?

* |s implicit bias a set of examples from which to draw conclusions?
« How should we capture intent in machine learning?

« Our anti-discrimination laws incentivize the framing of cases in terms
of intent

» Are data-driven approaches ideal in all cases?

« Data are the results of cases meeting the laws/guidelines and subject
matter experts



The Just Machine Learning Project

* What should the objective function be?

« Sometimes there are multiple objective functions that are at odds with
each other — e.g., child protective services

« Do we care about harm or do we care about benefit?
* Do we care about treatment or do we care about impact?

« Can we create a decision procedure that helps formulate objective
functions?



The Just Machine Learning Project

* Learning to place

» Given a sequence of ordered cases, where should we place a new

case?
Jack
worse > better
Ed [
Jim

Peter



Thank you!

* Slides

* http://eliassi.org/tina_justML_usf18.pdf
 Contact info

* tina@eliassi.org

e @tinaeliassi

4
QUESTIONS



